FORK1003 Linear algebra

Short review of Lecture 2

Eivind Eriksen

30. juli 2009

Eivind Eriksen FORK1003 Linear algebra Short review of Lecture 2



1.1 Matrices and Matrix Addition

Let A, B and C be matrices of the same size (order), and let r and
s be scalars (numbers). Then:

Q@ A+B=B+A

Q@ (A+B)+C=A+(B+C)

QO A+t0=A

Q r(A+B)=rA+ B

Q@ (r+s)A=rA+sA

Q r(sA) = (rs)A
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1.2 Matrix Multiplication

We have the following rules for matrix multiplication:
@ (AB)C = A(BC) (associative law)
Q@ A(B+ C) = AB + AC (left distributive law)
© (A+ B)C = AC + BC (right distributive law)
Q/A=AI=A
@ (AB)T =BTAT
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Definition

A matrix with only one row is called a row vector and a matrix
with only one column is called a column vector.
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2.2 More on matrix multiplication

Show that the system

3x1 +4xp =5

7X1 — 2X2 =2

of linear equations can be written as Ax = b.
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2.2 More on matrix multiplication

Show that the system

3x1 +4xp =5
7X1 — 2X2 =2

of linear equations can be written as Ax = b.

We compute

. 3 4 X1 . 3x1 + 4xo
AX—<7 —2><X2>_<7X1—2X2>

o . . 3x1 +4xo . 5
and we see that Ax = b if and only /f( 7x1 — 2% > = ( 5 ) :
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2.2 More on matrix multiplication

Definition

Let A be any matrix. A matrix X is called an inverse of A if

AX = XA = 1.
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2.2 More on matrix multiplication

Definition

Let A be any matrix. A matrix X is called an inverse of A if

AX = XA = 1.

Proposition
Let A be an n x n matrix. If A has an inverse, then it is unique.
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2.2 More on matrix multiplication

Definition

Let A be any matrix. A matrix X is called an inverse of A if

AX = XA = 1.

Proposition
Let A be an n x n matrix. If A has an inverse, then it is unique.

Definition

If Ais a matrix that has an inverse, we write A~! for the inverse of
A.
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2.2 More on matrix multiplication

Proposition
Let

=(14)

and assume that ad — bc # 0. Then

1 d —-b
71_
A _ad—bc<—c a )

is the inverse of A.
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2.2 More on matrix multiplication

Find the inverse of A = <
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2.2 More on matrix multiplication

3 4 >‘Solve 3x;1 +4x0 =5

Find the inverse of A = < 7 _9o Tx) —2xp =2

We find that

=l )
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2.2 More on matrix multiplication

3 4 >‘Solve 3x;1 +4x0 =5

Find the inverse of A = < 7 _9o Tx) —2xp =2

We find that

sl 3 ) -

7~ N\
K~
| e
S
N——
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2.2 More on matrix multiplication

3 4 >‘Solve 3x;1 +4x0 =5

Find the inverse of A = < 7 _9o Tx) —2xp =2

o’

We find that

sl 3 ) -

We have Ax = b where x =

y

34

7~ N
N =
N—
j§)
S
Q.
o
Il
/N -~/
N O1 —
N—
REE
N—
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2.2 More on matrix multiplication

3 4 >‘Solve 3x;1 +4x0 =5

Find the inverse of A = < 7 _9o Tx) —2xp =2

o’

We find that
)

ey 3 ) = (7 2

WehaveAx:bWherex:<X:l ) and b = < 5>.Also
X2 2

Ax=b<=A1Ax=A1b <= x=A"1b.

‘w\l""

w
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2.2 More on matrix multiplication

3 4 >‘Solve 3x;1 +4x0 =5

Find the inverse of A = < 7 _9o Tx) —2xp =2

o’

We find that

Al 1 -2 -4\ ﬁ Z
T3(-2)-7-4\ -7 3 )\ & -3

We have Ax = b Wherex:< A ) and b = < S > . Also
X2 2
Ax =b <=A"1Ax = A"lb <= x = A~ !b. Thus

1 2
o A 2
34 34
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2.2 More on matrix multiplication

. . (3 4 3xi +4x2 =5
Find the inverse of A = < 7 o ) . Solve 7x1 — 2xp = 2

o’

We find that

Al 1 -2 -4\ ﬁ Z
T3(-2)-7-4\ -7 3 )\ & -3

WehaveAx:bWherex:<i1 ) and b = < g).Also
2

Ax=b<<=A1Ax = A b <= x = A lb. Thus
1 2 9
X = = 3 =| ¥
( X2 ) < = == 2 3
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2.3 Determinants

The determinant of a 2 x 2 matrix

=(22)

is written

and is defined by
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2.3 Determinants

Definition

Let A be an 3 x 3 matrix. The cofactor A;; is (—1)"*/ times the
determinant obtained by deleting row i and column j in A.
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2.3 Determinants

Let A be an 3 x 3 matrix. The cofactor A;; is (—1)"*/ times the
determinant obtained by deleting row i and column j in A.

v

Let

2
-1

1
A=1| 0
2 1

o = O

Compute the cofactor Ajy.
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2.3 Determinants

Let A be an 3 x 3 matrix. The cofactor A;; is (—1)"*/ times the
determinant obtained by deleting row i and column j in A.

Let

2
-1

1
A=1| 0
2 1

o = O

Compute the cofactor Ajy.

0 -1
Ap = (-1)'*2 b 1 ’

= (-1)(0-1-2-(-1)) = -2

y
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2.3 Determinants

The matrix
Al A Az
A1 Ax Ax
Asr Az Asz

is called the cofactor matrix of A and denoted by cof(A).
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2.3 Determinants

The matrix
Al A Az
A1 Ax Ax
A1 Az Asz

is called the cofactor matrix of A and denoted by cof(A).

The transpose of the cofactor matrix is called the adjoint matrix.
In symbols

adj(A) = cof(A)".
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